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Purpose

Development of a resource scheduling
algorithm in problem-oriented distributed
computing environments




Clustering algorithms

1. Kim and Browne’s linear clustering
algorithm (KB/L)

2. Sarkar’s algorithm

3. Dominant sequence clustering algorithm
(DSC)



Requirements for a job model

* Representing a workflow in the form of a marked-up
weighted directed acyclic graph (DAG)

» Clustering vertices
- Scaling individual tasks in a workflow

» Specifying the number of processor cores for computational
nodes

» Describing known and new algorithms for clustering



Directed graph

A directed graph is called a quadruple
G = (V,E,init, fin),
where
V 1s a vertices set;
E Is an edges set;

init: E — V i1s a function which determines an initial vertex
of an edge;

fin: E — V is a function which determines a final vertex of
an edge.



Weighting function and
layout function of a graph

Let us take directed graph G = (V, E, init, fin).

* Weighting function § (e) of edge e determines the amount of
transmitted data from a task associated with vertex init(e)
to a task associated with vertex fin(e).

- A layout of graph G is function y : 7 — N?* .




Job graph
A job graph is called a marked-up weighted directed acyclic
graph,
G = (V,E,init, fin, §,y),
where

V iIs a set of vertices which correspond to tasks,

E is a set of edges which correspond to data flows.



Example: a job graph

The layout function,

(2.2)

V(v) — (mv; tv),
where

m,, 1S the maximum number of
processor cores on which task v
has a nearly-linear speedup;

(2.6)

t, 1S the execution time of task v
on a single core.




Computer system

- Compute node P Is an ordered set of processor cores {c, ..., C4—1}.

A computer system is an ordered set of compute nodes,
EB - {Po, ""Pk—l}'
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Clustering function
» Clustering is called single-valued
vy P,

transformation of vertices set IV of
job graph G on a set of

computational nodes B. Py
Py

w:V -3 3

* Cluster W; is a set of all vertices P,
that are displayed on computational p
node P; € B. s
Py

- Example: P,

WO — {v11 U2, v8} and
Wl — {7.73, V4, Vs, Vg, 177}.



Example: a clustered graph

» Clusters:

WO = {vl) U3, v8} and
Wy = {v3, vy, Vs, Vg, V7 }.

< A communication cost is the time
of data transmission along edge
e € E.

« A communication cost function,

[ 0,if w(init(e)) = w(fin(e));
a(e) = {6(e), if w(init(e)) + w(fin(e)).




Schedule

A schedule is called single-valued

transformation, v) = (T,,]
\'[Zlgi &7 Launch time Number of
§1V = Zso XN, T, cores j,
which maps casual vertex v € V 0 2
on a pair of numbers, 1 2
. | 3 2
S0 = (T ) 7 2
where t,, determines the launch 7 2
time of task v; j, is a number 7 2
of processor cores allocated to 10 1
ask v s :

=
w



Communication cost

Communication cost x (v, ji,) of
task v on j,_, Processor cores is 1
determined by the following 3
formula: 4
([t if 1<) <y — :
x(,j,) = {tv/mvr if my, < j,. 2
4
2
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Scheduled graph

» Clustered graph G with specified schedule € is
called a scheduled graph.




Critical path

* Let us take a simple path, y = (eq, e5, ..., €,,), in scheduled
graph G. Path cost u(y) has the following value:

i

u(¥)= 7 Sin(€): f puiery ) + Z(l (170108 Joney )+ MX(O(€)-T ) = Sice ))

*Y Is a set of all simple paths in scheduled graph G. A simple

path, y € Y, is called a critical path, if it has a maximum
value.



Gantt chart

e

The critical path equals 17.



Problem-oriented scheduling (POS)
algorithm

1. Constructing an initial configuration of a graph,
Gy = (V,E,init, fin,§,y, wg, &y).
2.1:=0.
3. Changing over from configuration
G; = (V,E,init, fin, §,y, w;, &) to configuration
l+1 (V E,init, flTl 0, y:wl+1161+1>
such as
(simultaneously marking up the considered edges).
4. 1f there remain some unconsidered edges, then

41. i==i+1;
4.2. transfer to step 3.
5. Stop.



Example: a POS algorithm

A job graph,
G = (V,E,init, fin,§,y)

A computer system,
SB —_ {Po,Pl,...,P7},

where
Py = {C00: Co1, Co2, Cos},
P, = {C10; C11,€C12,€C13 },




Canonical tiered-and-parallel form
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Parallel time was increased!
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Integration with UNICORE

STATISTICAL
INFORMATION

BROKER

UNICORE




Conclusion

The following features have been developed:

a mathematical job model for the description of
known and new algorithms for clustering

 aresource scheduling algorithm for problem-
oriented distributed computing environments




