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‘During the course of the talk we will create one potential roadmap of UNICOREs key
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During the course of the talk we will create one potential roadmap of UNICOREs key 
role in the context of distributed computing infrastructures in the next decades…’



e-Science with UNICORE
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Scientific Innovation with e-Science Infrastructures

‘e-Science is about global collaboration in key areas of science and the 
next generation infrastructure that will enable it’

J h  T l  (UK R h C il) i  2005John Taylor (UK Research Council) in 2005

5[1] Riedel et al., Research Advances by using Interoperable e-Science Infrastructures, 2009



Different e-Science Infrastructures & Technologies

6[1] Riedel et al., Research Advances by using Interoperable e-Science Infrastructures, 2009



Approaches to conduct e-Science with UNICORE

Simple Scripts & Control Application Plug-ins

e-Science Infrastructure Interoperability

7

Complex Workflows Interactive Access 

[2] Riedel et al., Classification of Different Approaches for e-Science Applications in Next Generation Computing Infrastructures, 2008 



European Commission Perspectives on e-Science

VRC Vi t l R h C itiVRCs = Virtual Research Communities

‘…last call focused on 
distributed computing 

infrastructures (DCIs) and ( )
future proposal calls for 

European projects will be 
oriented towards virtual 

research communities…’

Kostas Glinos (European Commission) 
at OGF28 Keynote in 2010
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at OGF28 Keynote in 2010

[3] Glinos, ‘’ The changing world of distributed computing and the role and contributions of the e-Infrastructure programme in this new 
environment , OGF28 Keynote, Munich, 2010



Roadmap Update: UNICORE, e-Science & VRCs
Virtual Research 
Communities

EU Calls

HPC
Strength

e-Science
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UNICORE as part of the EMI
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European Middleware Initiative (EMI) in Context

European Grid Initiative (EGI) CollaborationEuropean Grid Initiative (EGI) Collaboration
Partnership for Advanced Computing in Europe (PRACE)

Requirements
Releases

SLAs &

ESFRI

Requirements SLAs &
Support

I d tESFRI,
VRCs

Collaborations

Industry

Collaborations

Shared initiatives

Collaborations

Shared initiatives

Stratuslab VENUS-C EDGI IGESIENA

11[4] European Middleware Initiative Website: http://www.eu-emi.eu/



UNICORE as one ‘program’ in a software suite…

Th EMI ft it i ht b i il t MS OffiThe EMI software suite might become similar to MS Office
Maybe not liked by everybody – but widely used
Many complementary programs for dedicated purposesy p y p g p p
‘One uses Outlook (e.g. UNICORE) for appointments’
‘One uses Powerpoint (e.g. gLite) for presentations’
‘One uses Word (e g ARC) for letters’One uses Word (e.g. ARC) for letters’

UNICORE is one well-established ‘program’ p g
in the EMI software suite among others

>10 years of experience in HPC with strong security,
wide machine support & reliabilitywide machine support & reliability
Easy installation significantly lowers the barrier for usage
The extensibility of the service environment provides excellent basis for 
further higher level service ‘developments/deployments’ in Java

12

further higher-level service ‘developments/deployments’ in Java



Large user community: Large Hadron Collider (LHC)

13[5] European Grid Initiative Website: http://www.egi.eu/



One EMI example: LHC data accessible via UNICORE
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Roadmap Update: UNICORE, EMI, EGI & PRACE
Virtual Research 
Communities

EU Calls

HPC
Strength

e-Science

Med-scale HPC Resources

Large scale HPC Resources

Technology Alliance

Large-scale HPC Resources

NGIs

15
HTC & low-scale HPC Resources



UNICORE & ESFRI Roadmap
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ESFRI List of Projects & Roadmap

ESFRI E St t F R h I f t tESFRI = European Strategy Forum on Research Infrastructures
A huge set of potential customers of infrastructures (and technologies)
Costly resources for geographically dispersed user communitiesCostly resources for geographically dispersed user communities

17[6] ESFRI Website: http://ec.europa.eu/research/infrastructures/index_en.cfm?pg=esfri



ESFRI Projects – Number / Research Area Statistics

∑ = 44 projects (~ 20 B€ in ~ 10 years)

18

out of ~ 240 proposals

[6] ESFRI Website: http://ec.europa.eu/research/infrastructures/index_en.cfm?pg=esfri



ESFRI Projects – Evolution / Research Area Statistics
12

8

10

4

6

0

2

U d t 10 j t

19

Update: 10 more projects

[6] ESFRI Website: http://ec.europa.eu/research/infrastructures/index_en.cfm?pg=esfri



ESFRI Projects – Environmental Sciences

20[6] ESFRI Website: http://ec.europa.eu/research/infrastructures/index_en.cfm?pg=esfri



ESFRI Projects – Biological and Medical Sciences

21[6] ESFRI Website: http://ec.europa.eu/research/infrastructures/index_en.cfm?pg=esfri



ESFRI Projects – Costs and time-scale (1)

22[6] ESFRI Website: http://ec.europa.eu/research/infrastructures/index_en.cfm?pg=esfri



ESFRI Projects – Costs and time-scale (2)

23[6] ESFRI Website: http://ec.europa.eu/research/infrastructures/index_en.cfm?pg=esfri



E t ibilit f UNICORE i f l t t li ti bli

ESFRI Projects – Application Enabling Work

Extensibility of UNICORE is very useful to support application enabling
E.g. Hosting of dedicated community services within the UNICORE container

Research Infrastructure Users

Application Tools &  Codes ESFRI Projects 
A li ti

pp j
CommunityApplication

Tools & 
Codes 
ESFRI Hi h l l i &

GAP: Application 
enabling workInterfaces to ESFRI 

Projects 
Community

Higher level services & 
different approaches 
(e.g. hot deployment)

enabling work 
sometimes 
necessary using

physical devices
or large 

instruments

EMI Basic Grid Services (Secure Compute and Data access)

24

Distributed Computing Infrastructure (Grid resources)



ESFRI Projects – Social Sciences and Humanities

25[6] ESFRI Website: http://ec.europa.eu/research/infrastructures/index_en.cfm?pg=esfri



ESFRI Projects – CLARIN Application Enabling
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Roadmap Update: UNICORE & ESFRI Projects
Virtual Research 
Communities

EU Calls

HPC
Strength

e-Science

Med-scale HPC Resources

Large scale HPC Resources

ESFRI
Large Scientific 

EU Calls

Technology Alliance

Large-scale HPC Resources Projects

NGIs

27
HTC & low-scale HPC Resources



UNICORE & VPH Roadmap
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VPH Vi t l Ph i l i l H

UNICORE & VPH Roadmap

VPH = Virtual Physiological Human

29[7] VPH Website: http://www.vph-noe.eu/objectives/vph-for-the-public?showall=1



UNICORE & VPH Roadmap

30[8] Riedel et al., ‘’ Exploring the Potential of Using Multiple e-Science Infrastructures with Emerging Open Standards-based e-Health Research Tools, 2010



European Commission Projects in the context of VPH

Further
EU Calls

planned…

31[7] VPH Website: http://www.vph-noe.eu/objectives/vph-for-the-public?showall=1



The role of DEISA (and soon PRACE) for VPH

32[7] VPH Website: http://www.vph-noe.eu/objectives/vph-for-the-public?showall=1



Roadmap Update: UNICORE & VPH Vision
Virtual Research 
Communities

EU Calls

HPC
Strength VPH Roadmap

Virtual Physiological
Human

EU Calls
e-Science

Med-scale HPC Resources

Human

ESFRI Roadmap
Large Scientific 

EU Calls

Large-scale HPC 

Technology Alliance

Projects
g

Resources

NGIs

33
HTC & low-scale HPC Resources



Summary
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Roadmap Summary: UNICORE and its key role
Virtual Research 

Emerging e-Research Endeavors…

Communities

EU Calls EFDA (fusion)
Green IT & Clouds

HPC
Strength VPH Roadmap

Virtual Physiological
Human

e-Science SLAs

Pay per
use

Med-scale HPC Resources

Human EU Calls
e-Business?

use

ESFRI Roadmap
Large Scientific 

EU Calls

Large-scale HPC 

Technology Alliance

Projects
g

Resources

NGIs

35
HTC & low-scale HPC Resources



Summary

M d t il f t d fi i th f llMore details, facts, and figures in the full paper
e-Science is accepted along the traditional scientific paradigms

Due to infrastructure & resource complexity middleware becomes necessaryDue to infrastructure & resource complexity middleware becomes necessary
Application enabling work is necessary for many scientific approaches

EMI provides basic set of Grid services, but this might be not enough
The UNICORE environment provides a perfect basis for higher level services
ESFRI & VPH require several specialized Web services for e-Research
Access to large-scale instruments and data demands need to be satisfiedg

Demands for decades to come
ESFRI and VPH are strategic roadmaps with objectives for decades
P ti t ti d ti j t h ill l t f d dPreparation, construction, and operation project phases will last for decades
The era of Grids does not ‘end’ – the era of Grids is just about to ‘begin’… 
(maybe under a ‘new fancy cover name’ while paradigms remain)

36

UNICORE is well established in EU and other regions or e-Business?
The only constant we have is continuous change – it’s e-Research…



References
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